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ABSTRACT
Background Among the large number of cohort studies that employ propensity score matching, most match patients 1:1. Increasing the
matching ratio is thought to improve precision but may come with a trade-off with respect to bias.
Objective To evaluate several methods of propensity score matching in cohort studies through simulation and empirical analyses.
Methods We simulated cohorts of 20000 patients with exposure prevalence of 10%–50%. We simulated five dichotomous and five continuous
confounders. We estimated propensity scores and matched using digit-based greedy (“greedy”), pairwise nearest neighbor within a caliper (“nearest
neighbor”), and a nearest neighbor approach that sought to balance the scores of the comparison patient above and below that of the treated patient
(“balanced nearest neighbor”). We matched at both fixed and variable matching ratios and also evaluated sequential and parallel schemes for the
order of formation of 1:n match groups. We then applied this same approach to two cohorts of patients drawn from administrative claims data.
Results Increasing the match ratio beyond 1:1 generally resulted in somewhat higher bias. It also resulted in lower variance with variable
ratio matching but higher variance with fixed. The parallel approach generally resulted in higher mean squared error but lower bias than the
sequential approach. Variable ratio, parallel, balanced nearest neighbor matching generally yielded the lowest bias and mean squared error.
Conclusions 1:n matching can be used to increase precision in cohort studies. We recommend a variable ratio, parallel, balanced 1:n,
nearest neighbor approach that increases precision over 1:1 matching at a small cost in bias. Copyright © 2012 John Wiley & Sons, Ltd.
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INTRODUCTION

Epidemiologists have long employed matching in cohort
studies, and matched cohort studies may be particularly
applicable in automated safety surveillance systems and
other scenarios. Whereas matching was traditionally
performed on specific factors—age, sex, days on treat-
ment1—today’s matching is often carried out on a
summary score, such as a propensity score2–4 or disease
risk score.5 In cohort studies, matching on propensity
scores offers investigators the ability to balance treatment
groups across all putative risk factors, and allows easy

inspection of the achieved balance across measured cov-
ariates. It excludes those subjects in the non-overlapping
ranges of the score, thereby giving an estimate of the
treatment effect among the treated, an important clinical
measure.6–8 The matching process serves a function
similar to propensity score trimming and improves the
validity of the estimate.9 1:1 matching on propensity
scores is often performed using SAS-based greedy
matching algorithm,10 which offers a fast way to get ap-
proximately nearest neighbor matches.10,11 Nearest
neighbor matching, although shown to provide better
balance among treatment groups, is not frequently used
in epidemiology.12

Cohort study matching at ratios of 1:n, with either a
fixed or variable n, can yield higher precision and thus
smaller confidence intervals than does simple 1:1
matching. It has also been known to increase bias,
because second matches will generally be of lower qual-
ity than the first.13 When going beyond 1:1 matching
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ratios, Ming and Rosenbaum recommend employing
variable ratio techniques, which reduce bias as compared
with fixed ratio matching but also result in a loss in trans-
parency of a “Table 1” presentation of covariate balance in
the patient cohort.14 Variable ratio matching retains more
exposed subjects than fixed ratio by not dropping those
without the set number of comparison group matches.
1:n matching without replacement is frequently

accomplished by creating a 1:1 matched cohort and
then adding second-level, third-level, and higher-level
matches from among the remaining patients.15,16 We re-
fer to this as a sequential, “everyone gets firsts before
anyone gets seconds” approach. The advantage of this
approach is that no treated patient is “starved” of his or
her single best available comparison patient match as a
result of using that best match in a secondary position
for another treated patient. At the same time, the sequen-
tial approach may lessen the quality of certain matched
sets by potentially downgrading the quality of a treated
patient’s secondary matches. If enough matched sets
are affected, then the distance between the treated and
comparison groups in the overall cohort may be larger
than necessary, resulting in a biased point estimate.
Here, we examine alternatives to the Parsons greedy

matching methodology, including a true nearest neigh-
bor approach that minimizes within-set distances. We
also examine several schemes for matching that yield
1:n cohorts. We examine the performance of these
schemes through simulation and empirical studies, as
applied in the context of cohort studies of drug effects
in healthcare databases.

METHODS

Treatment and comparison groups

Throughout this paper, we refer to the two exposure
categories as the treatment and the comparison groups
and assume that a single treated patient is matched to
one or more comparison patients.
In observational research, the goal of matching is to

create treatment and comparison groups that are balanced
on all measured confounders. Matching on a balancing
score will yield, in expectation, balance between
treatment groups for the covariates included in the score.3

Although it is a common practice to match on a propen-
sity score,17 it is also possible to match on a summary
disease risk score, dichotomous variables (e.g., sex), or
continuous values (e.g., logit of propensity score, age).

Type of matching and terminology

Although greedy matching has a general meaning in the
biostatistics literature, the term in epidemiology tends to

refer to the SAS-based implementation of greedy match-
ing by Parsons.10,18 Parsons’ approach matches patients
on decreasing levels of precision of the propensity score.
Treated patients are considered sequentially.10 Each trea-
ted patient is matched to a comparison patient whose
score equals that of the treated patient to at least the fifth
digit. When all matches at the fifth digit are exhausted,
the process begins again at the fourth digit and so forth.
This approach to greedy matching is an efficient

approximation of a type of nearest neighbor matching,
in which each treated patient is matched to the
unmatched comparison patient with the closest pro-
pensity score, with “closest” commonly defined as
the difference in the two patients’ scores. A maximum
allowable distance (the “caliper”) is often imposed.
The use of this type of nearest neighbor matching

has been in part limited by the lack of efficient soft-
ware to compute the best matches; to our knowledge,
existing software either computes all possible pairings
of treated and comparison patients and selects the
nearest pairings within a predefined caliper19 or finds
treated patients’ best comparison patient matches on
the basis of a single ordering (high score to low, low
score to high, random, order appearing in the data).16

As an alternative, we have implemented a nearest
neighbor technique that guarantees computation of
the best matches, gives consistent results independent
of any ordering of patients, and avoids the exponential
scaling of required time and memory with the number
of subjects. In typical configurations, it executes in less
than 1 second (see Appendix A).
Our pairwise approach to nearest neighbor matching

yields a cohort in which the distance between each pair
of patients is minimized, but the overall distance
between the treated and comparison groups may not be
optimal. In practice, we believe the difference between
pairwise nearest neighbor and optimal nearest neighbor
matching is minimal, and pairwise nearest neighbor
matching is far faster to compute. Appendix B demon-
strates a case in which the results of pairwise nearest
neighbor and optimal nearest neighbor matching will
differ. Because of what we perceive to be small differ-
ences in the amount of confounding adjustment offered
by the two techniques, and the substantially greater
compute time required by optimal matching, we consider
only pairwise nearest neighbor matching in this paper.
Unfortunately, there has been some inconsistency in

matching terminology in the epidemiology and biosta-
tistics literature. In this paper, we refer to pairwise
nearest neighbor matching within a fixed caliper simply
as nearest neighbor matching. Other literature refers to
this approach as greedy matching with a caliper and
refers to what we describe as optimal nearest neighbor
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matching as optimal matching.6 We refer to Parsons’
commonly used digit-based greedy matching approach
as greedy matching to invoke the standard term in the
epidemiology literature.

1:n matching

We examined a series of strategies for 1:n propensity
score matching, which has a smaller body of litera-
ture13,14 than does 1:1 matching.12 In each case, we con-
sidered both fixed ratiomatching, in which sets must have
one treated patient and exactly n comparison patients, as
well as variable ratio matching, in which one treated
patient is matched to up to n comparison patients.1,14 In
a cohort study, the analysis can ignore the matching set
if fixed ratio matching is applied—though at a possible
cost of precision1,20—but variable sizes of match groups
require accounting for the match using stratification by
number of matches or by matched set.13

For each method, we considered both sequential and
parallel matched set building. In sequential matched
set building, we created an initial group of 1:1 matches.
Then, we added second matches to the 1:1 matches, then
third matches to the 2:1 matches, and so forth, with
additional comparison patients added from among those
who had not been previously matched. This method
yielded a cohort in which the first match in eachmatched
set was the best possible match, and each succeeding
match was of equal or lesser quality. Any ties were
broken randomly. The advantage of this approach is that
each treated patient has the opportunity to be matched
with his or her best available comparison group patient,
without the potential best comparison group patient
being used as a secondary match for another treated pa-
tient. However, this approach may compromise balance.
In parallel matched set building, we sought to

minimize the within-set distance among the overall
matched cohort. In this method, the best treated-to-
comparison match is made first. Then, if the next best
match would involve an already-matched treated patient,
we made a second (third, up to nth) match for that treated
patient even if there were other treated patients who
had not yet been assigned a first match. Although this
method should yield well-matched sets, treated patients
may be “starved” of their best first match in favor of a
second-position match for another treated patient.
For each combination of fixed and variable ratios,

and sequential and parallel approaches, we applied
the following match techniques. In all cases, we
worked on the natural scale of propensity scores rather
than a logit or other transformation.12

(1) Digit-based greedy matching. We applied a fifth
digit to first digit (5! 1) greedy matching techniqueT
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as described previously, 10,12,15 with several modifi-
cations to the Parsons’ algorithm. We (i) matched
comparison patients to treated patients, with the com-
parison sorted by increasing propensity score and the
treated patients sorted randomly; (ii) broke any ties
by using the smallest match distance among possible
matches; (iii) broke any remaining ties by using a
random comparison patient; and (iv) substantially
improved the speed of the algorithm by using ad-
vanced data structures.21

(2) Pairwise nearest neighbor matching. We imple-
mented a nearest neighbor matching algorithm
that minimized distance within matched sets and
applied a caliper of 0.05 on the propensity score
scale. Whereas others have suggested smaller
calipers,12,3 we used 0.05 to allow for ready
comparison to 5! 1 greedy matching. Using a
smaller caliper may improve match quality but
may also limit matches and thus lower precision.
We believe that results at a caliper of 0.05 will over-
estimate any bias as comparedwith smaller calipers.

(3) Balanced pairwise nearest neighbor matching.
Balanced nearest neighbor matching extends near-
est neighbor matching by requiring that comparison
patients alternate between having scores greater
than (to the right of) and less than (to the left of)
their matched treatment patient. Any odd-numbered
match (first, third, . . .) can occur on the left or the
right of the treated patient; even-numbered matches
must then occur on the side opposite of where the
prior odd-numbered match occurred. We imple-
mented this extension to avoid the potential prob-
lem of comparison patients’ consistently clustering
on one side of the matched treated patient.

SIMULATION STUDY

We tested these approaches in a simulation study. In
each run of the simulation, we created 20 000 patients.
Following the design described by Austin,12 we
assigned each patient’s exposure by using a binomial
distribution and a base exposure prevalence from

Type Ratio Match Type

0K 5K 10K
Cohort Size

0.00 0.05 0.10
Covariate Dist.

0.0% 6.0%
% Bias

0.2 0.4 0.6
Variance

0.2 0.4 0.6
MSE

Variable 1:1 Greedy

Nearest Neighbor

Balanced NN

1:2 Greedy

Nearest Neighbor

Balanced NN

1:3 Greedy

Nearest Neighbor

Balanced NN

1:4 Greedy

Nearest Neighbor

Balanced NN

Fixed 1:1 Greedy

Nearest Neighbor

Balanced NN

1:2 Greedy

Nearest Neighbor

Balanced NN

1:3 Greedy

Nearest Neighbor

Balanced NN

1:4 Greedy

Nearest Neighbor

Balanced NN

Key Measures

Avg. Number of Matched Sets

643

2,000

3,000

3,869

Parallel Match?

Sequential

Parallel

Average of Cohort Size, average of Covariate Dist., average of % Bias, average of Variance and average of MSE for each Match Type broken down by
Type and Ratio.  Size shows average of Number of Matched Sets.  Shape shows details about Parall el Match?. The data is filtered on Baseline Expo-
sure Prevalance, which has multiple members selected. The view is filtered on Match Type, which has multiple members selected.

Figure 1. Observed results from simulations of various 1:n matching approaches, averaged over all simulation runs. Points are sized in proportion to the average
size of thematched cohorts (smallest = 643; largest = 3869); circular points indicate sequential matching, whereas square points indicate parallel. NN, nearest neighbor
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10% to 50%. We created five continuous covariates
and five dichotomous covariates. The first continuous
covariate had a standardized difference among the
exposed and unexposed of 10%, the second 20%,
and so forth. The five dichotomous covariates were con-
structed with a baseline prevalence of 10%–50% among
the unexposed and a standardized difference in preva-
lence between the exposed and unexposed of 10%. We
simulated a continuous outcome as a function of the 10
covariates, plus a treatment effect of 1.0. We measured
the standard deviation of the outcome and added to it
an error that was normally distributed with mean 0 and
twice the observed standard deviation. This process
yielded an r2 of approximately 0.20 when regressing
the outcome as a function of the treatment and covariates.
We simulated 1000 datasets at each level of exposure

prevalence. In each dataset, we matched using each of
the three schemes described earlier, at ratios of 1:1 to
1:4, with fixed and variable matching ratios, and sequen-
tial and parallel approaches. To judge the quality of the
matched sets, we measured the standardized distance
among the 10 covariates in the matched datasets, as well
as the observed treatment effect estimate and variance,
and the associated mean bias and mean squared error
(MSE). Our primary (“within-set”) treatment effect

estimates accounted for the matching and were obtained
by calculating the difference within each matched set
between the treated patient’s outcome and the mean
outcome among the comparison patients; the overall
treatment effect in each simulation run was then the
mean of those differences. As a secondary approach, we
employed an “across sets” ordinary least squares regres-
sion approach with separate models for each number of
comparison patients in the matched sets (i.e., one model
for patients matched 1:1, one for patients matched 1:2,
and so forth). In this case, each simulation run’s overall
treatment effect was estimated as the inverse-variance
weighted average of the stratum-specific estimates.

EMPIRICAL STUDIES

We also applied the matching schemes to two empirical
datasets, both drawn from databases of insurance
claims for prescription drugs, medical services, and
hospitalizations. We performed a study of initiation of
nonsteroidal anti-inflammatory drug (NSAID) therapy
and its effect on severe gastrointestinal (GI) compli-
cations.22 A dichotomous exposure variable indicated
a class of NSAID; non-selective NSAIDs (ibuprofen,
naproxen, and diclofenac) were the comparison category,
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Figure 2. Bias and variance of all observed matching scenarios, averaged over all observations in that scenario. Circular points indicate greedy matching;
square points indicate nearest neighbor; and pluses indicate balanced nearest neighbor
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compared with cyclo-oxygenase 2 inhibitors (coxibs;
celecoxib, rofecoxib, valdecoxib) as the treatment cate-
gory. We defined outcome as the cumulative risk of a
GI complication (hospitalization for GI hemorrhage or
peptic ulcer disease or claim for associated services)
within 180 days of treatment initiation. The study
was performed in a cohort drawn from Pennsylvania’s
Pharmaceutical Assistance Contract for the Elderly
(PACE), a drug assistance program for the state’s
lower-income seniors. We received claims from 1994
to 2003 for those Pennsylvania’s PACE participants
also enrolled in Medicare. The full study design has
been described in other work.23–25 Because the treat-
ment group was larger than the comparison group—a
challenging but important case—we considered only
1:1, 1:2, and 1:3 matching ratios. Performing 2:1 or
3:1 matching, with multiple coxib patients per NSAID
patient, would also have been possible.
We also considered patients who initiated cholesterol-

control therapy using statin drugs alone or a statin initiated
concurrently with ezetimibe (or use of the combination
product Vytorin) and the subsequent risk of myocardial
infarction, stroke, or death within 180 days of treat-
ment initiation. The study was performed in a cohort
drawn from pharmacy benefits manager Caremark with
linked data from Medicare Parts A and B for patients
65 years and older who initiated therapy from 2005
through 2008. In this study, we considered matching at
levels from 1:1 to 1:5.

To account for the variable number of patients in each
matched set, we estimated both risk differences as in the
simulation study as well as odds ratios by using condi-
tional logistic regression stratified by matched set. All
analyses were carried out in R version 2.13, although they
could also have been performed in SAS or STATA. All
programs and source code for the matching algorithms
described are available as part of the Pharmacoepide-
miology Toolbox,26 available at http://www.hdpharma
coepi.org. Simulation results were analyzed on a Netezza
data warehouse appliance (IBM Netezza, Marlborough,
MA), and we used Tableau Professional (Tableau Soft-
ware, Seattle, WA) for data visualization.

RESULTS

Simulation study

Selected results for the simulations with an exposure
prevalence of 30% are shown in Table 1 and full results
for all exposure prevalences in Appendix Tables A.1–
A.5. At a 30% exposure prevalence, we observed a
mean bias of 943% (a treatment effect of 10.43 instead
of 1.00) in the unmatched cohort.
Across our simulations, we observed the following

trends:

• The estimates, bias, and variance when employing the
within-set primary analytic method and the across-sets
secondary method were virtually identical. Results
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Figure 3. Average bias observed by matching type, as observed at increasing levels of expected exposure prevalence. The medium shaded line indicates
greedy matching; the lighter shaded line indicates nearest neighbor; and the darker shaded line indicates balanced nearest neighbor
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from the primary method are reported in the succeed-
ing text.

• The smallest mean covariate distance across all
scenarios was observed in the 1:1matching scenarios;
this is to be expected as the best matches will occur first
(Table 1). This smallest distance did not equate to the
lowest bias (r=0.24 for the correlation between dis-
tance and bias), because in our design, some variables
had a stronger association with outcome than others.

• Increasing the match ratio beyond 1:1 generally
resulted in somewhat higher bias (Figure 1).

• Increasing the match ratio beyond 1:1 resulted in
lower variance using variable ratio matching but
often sharply higher variance with fixed ratio
matching. We attribute the difference between
variable and fixed to variable ratio matching’s
substantially larger cohorts, as requiring fixed ratio
matches results in a loss of matched sets (Figure 1).

• Cohort sizes were substantially similar among the
matching methods (Figure 1).

• With variable ratio matches, MSE was substantially
similar among the threematchingmethods. The sequen-
tial approach had a slightly lower MSE than the parallel
approach, even though the bias was lower in the parallel
approach. With 1:1 matches, greedy matching had the
lowest MSE but also the highest bias (Figure 1).

• The parallel approach combined with variable ratio
matching always yielded smaller covariate distances
and biases than the sequential approach but also
somewhat smaller cohorts (Figure 1).

• Overall, the largest biases were observed in the greedy
matching scheme with the higher matching ratios (1:3
and 1:4). The lowest biases were observed in the
balanced nearest neighbor scheme (Figures 1 and 2).

• Bias did not vary significantly with exposure
prevalence (Figure 3).

• Compared with 1:1 matching, balanced nearest
neighbor matching applied in parallel with a
variable matching ratio had similar bias and lower
MSE (Figure 1).

• With our re-implemented version of greedy matching,
computing time among the three types of matching
was substantially similar, with match times of 1–2
seconds for 20 000 patients.

Empirical studies
There were substantial differences between initiators of
coxibs (n=32042) and initiators of non-selective
NSAIDs (n=17611); coxib initiators were on average
older (mean age 80 vs 78 years), more likely to be women
(85.9% vs 81.2%), and more likely to have a history of

Table 2. Selected results of matching in a cohort of initiators of a cyclo-oxygenase 2 inhibitor and initiators of non-selective NSAIDs, with an outcome of
upper gastrointestinal bleed within 120 days

Matching scheme

Standardized differences of
selected

measured variables

Age Female
Charlson
Score Hypertension

Gastroprotective
Drug Warfarin

Number of
Medications

Unmatched 0.268 0.130 0.100 0.058 0.161 0.216 0.189
1:1 Matching
Nearest neighbor matching 0.003 �0.009 0.012 –0.003 0.011 0.013 0.014
Digit-based greedy matching 0.002 �0.004 0.011 �0.006 0.015 0.015 0.018
1:3 Matching
Nearest neighbor matching
Sequential variable ratio 0.051 0.022 0.020 0.002 0.031 0.030 0.041
Parallel variable ratio 0.090 0.033 0.042 0.007 0.056 0.067 0.060
Sequential fixed ratio �0.090 0.074 0.130 �0.078 0.176 0.199 �0.118
Parallel fixed ratio 0.024 �0.061 0.067 �0.007 0.034 0.001 0.051
Balanced nearest neighbor matching
Sequential variable ratio 0.051 0.022 0.020 0.002 0.031 0.030 0.041
Parallel variable ratio 0.079 0.031 0.035 0.006 0.047 0.056 0.056
Sequential fixed ratio �0.059 0.062 0.117 �0.104 0.080 0.191 �0.130
Parallel fixed ratio �0.042 �0.034 0.065 0.034 0.026 �0.005 0.083
Digit-based greedy matching
Sequential variable ratio 0.048 0.025 0.018 0.000 0.032 0.029 0.040
Parallel variable ratio 0.068 0.022 0.034 0.004 0.049 0.059 0.048
Sequential fixed ratio �0.066 �0.045 0.102 �0.048 0.177 † �0.029
Parallel fixed ratio 0.062 �0.058 0.102 0.009 �0.004 0.017 0.074

NA, not applicable.
*The maximum observed standardized difference among all measured variables.
†The difference was not computable or the model did not converge.
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ulcer (3.7% vs 2.4%; Appendix Table A.6). The ob-
served mean standardized distance between treatment
groups before propensity score matching was 0.091. As
compared with other statin initiators (n=244 916), initia-
tors of a statin plus ezetimibe (n=13 280) were younger
(mean age 73 vs 75 years), less likely to be women
(32.9% vs 37.0%), and had fewer cardiovascular-
related diagnoses (mean 3.5 vs 4.1 diagnoses; Appendix
Table A.7). The observed mean standardized distance
between treatment groups before propensity score match-
ing was �0.091.
1:n matching was challenging in the coxib study as

there were many more coxib (treated) patients than
non-selective NSAID (comparison) patients. Indeed,
with 1:2 fixed ratio matching, only 3% of treated patients
were successfully matched to two untreated patients
(Table 2). Parallel, variable ratio matching allowed for
a mean matching ratio of up to 1:1.5, but the parallel
approach excluded certain patients who appeared in the
original 1:1 match, owing to the “starvation” phenome-
non mentioned previously; the mean percentage of
treated patients matched fell from 51% to 36%.
Comparing 1:3 parallel, variable ratio matching with
1:1 matching, both using nearest neighbor, the observed
odds ratio was 0.93 (95% confidence interval (CI) 0.73,
1.18) versus 0.88 (95% CI 0.70, 1.09), reflecting the
changing population of matched patients. One solution
to the problem of the matching ratio would have been

to reverse the treated and untreated groups and thus
achieve a 2:1 match of two coxib patients to a single
non-selective NSAID patient.
1:n matching was more successful in the statin study

as there were approximately 14 comparison patients
available for each treated patient. In almost all cases,
100% of treated patients were matched to up to five
comparison patients. With 1:1 nearest neighbor match-
ing, the observed mean of the standardized differences
was 0.006 (Table 3); this varied from 0.000 to 0.009
in the various scenarios considered. In the 1:1 nearest
neighbor case, the observed odds ratio was 0.82 (95%
CI 0.73, 0.93). With 1:5 variable ratio, parallel, bal-
anced, nearest neighbor matching—an approach that
appeared favorable in the simulation studies—the aver-
age matching ratio achieved was 1:4.5, and the observed
odds ratio was 0.86 (95% CI 0.78, 0.96). Whereas the
point estimate shifted upward, the 95% confidence
interval also narrowed.

DISCUSSION

We investigated various approaches to 1:n matching
in cohort studies, including a commonly used greedy
matching technique, pairwise nearest neighbor
matching with a caliper, and a balanced pairwise
nearest neighbor approach. In our simulation

Number of
doctor
visits

Mean
standardized
distance

Max.
standardized
distance*

Mean number
of matched

sets

Mean % of
treated patients

matched
Mean matching

ratio
Observed risk

difference� 100 (95%,CI)
Observed odds
ratio (95%,CI)

0.130 0.091 0.304 32 042 NA NA 0.09 (–0.10, 0.29) 1.09 (0.60, 1.97)

0.004 0.003 0.014 16 423 51 1.0 �0.13 (�0.29, 0.02) 0.88(0.70, 1.09)
0.007 0.004 0.018 16 561 52 1.0 �0.14 (�0.30, 0.01) 0.87 (0.70, 1.07)

0.026 0.013 0.097 16 423 51 1.1 �0.11 (�0.22, �0.00) 0.87 (0.70, 1.08)
0.045 0.029 0.090 11 619 36% 1.5 �0.04.(�0.16, 0.08) 0.93 (0.73, 1.18)
0.260 0.055 0.260 101 0 3.0 �0.33 (�0.89, 0.23) †

0.080 0.022 0.080 1736 5 3.0 �0.15 (�0.41, 0.11) 0.84.(0.46, 1.52)

0.025 0.013 0.096 16 423 51 1.1 �0.11 (�0.22, �0.00) 0.87.(0.70,.1.08)
0.039 0.024 0.080 13 464 42 1.3 �0.03 (�0.14, 0.08) 0.95.(0.76,.1.20)
0.266 0.048 0.266 110 0 3.0 �0.61 (�1.33, 0.12) †

0.121 0.032 0.121 1411 4 3.0 0.05 (�0.25, 0.34) 1.05 (0.57, 1.95)

0.025 0.012 0.098 16 561 52 1.1 �0.11 (�0.22, �0.01) 0.86 (0.70, 1.07)
0.033 0.022 0.068 12 564 39 1.4 �0.10 (�0.22, 0.01) 0.89 (0.70, 1.12)
0.364 0.061 0.364 75 0 3.0 �0.44 (�1.20, 0.31) †

0.132 0.024 0.132 1312 4 3.0 0.03 (�0.27, 0.32) 1.03 (0.53, 1.99)
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analysis, we observed that variable ratio matching
consistently outperformed fixed ratio matching with
respect to bias, precision, and MSE and that 1:n var-
iable ratio matching yielded higher precision than
1:1 matching at the cost of a small increase in bias.
Of the variable ratio approaches, our pairwise nearest
neighbor and balanced nearest neighbor approaches
both resulted in lower bias than the commonly used
greedy matching approach. Whereas the precision of
1:1 matching may suffice in many cases, particularly
if transparency with respect to balance achieved is of
importance, we observed that variable ratio, parallel,
balanced, 1:n nearest neighbor matching can be used
to increase precision at little cost in bias. We provide
the software in our Pharmacoepidemiology Toolbox
(http://www.hdpharmacoepi.org).
The transparency issue with variable ratio matching can

be substantial. Owing to the differing numbers of patients
in each matched set, a simple “Table 1” of a variable ratio
matched cohort will not show how well covariate balance
was achieved.We see three approaches, none ideal, to pre-
senting a Table 1 in this situation. First, one could present
a single Table 1 with each matched set’s single best
match. This has the advantage of displaying balance but
the disadvantages of (i) not showing the entire cohort that
contributed to the analysis and (ii) showing only the
maximal balance, because additional matches will gener-
ally be of lower quality. Second, one could present a series
of Table 1, one for each matched set size (a Table 1 of the
1:1 matches, the 1:2 matches, and so forth). Although this
will display the entire cohort, it may confuse readers and
could be perceived as excessive. Finally, each patient’s
contribution to a single Table 1 could be weighted by
matched set size; this approach will illustrate balance but
is not a pure display of the data. A hybrid approach, with
both the 1:1 “best matches” displayed alongside a
weighted population, could also be feasible.
This study considered only continuous outcomes; a

limited simulation study that we performed indicated
that the results should be substantially similar with
dichotomous outcomes, but further investigation is
required. Further investigation should also consider
the use of n:m matching, a form of fine stratification,
as described in prior literature.14

Whereas 1:1 matching may yield sufficiently precise
estimates in large studies or studies with strong effects,
we find that variable ratio, parallel balanced, 1:n
nearest neighbor matching was a reasonable way to
improve precision with little cost in bias but did come
with a loss of transparency. Depending on the sizes of
exposed and comparison populations and the need for
precision, picking an appropriate matching strategy
can optimize results.
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APPENDIX A

IMPROVEMENTS IN THE EFFICIENCY OF
NEAREST NEIGHBOR MATCHING
ALGORITHMS

To accommodate our simulations, we re-implemented
nearest neighbor matching to execute in O(n log n)
time; that is, the algorithm will require order of magni-
tude n times the log of n iterations to execute. This is far
faster than the usual O(n2) “brute force” algorithm. In

principle, we achieve this by taking advantage of the
fact that a treated patient’s nearest referent match can
only be the referent patient with the next highest
(“immediately to the right”) or the next lowest
(“immediately to the left”) propensity score. The algo-
rithm executes as follows:

1. With each treated patient, construct two best possi-
ble matches: the comparison patient immediately to
the left and the comparison patient immediately to
the right. Calculate the distance for each match,
and place both on a list of possible matches sorted
by lowest to highest distance (the “heap”).

2. Take the top item off the heap. This will be the single
best match (lowest distance) in the population. Place
this match in the final match list. Mark both patients
(the treated patient and the comparison patient)
as matched.

3. Take the new top item off the heap. If neither patient
in the potential match has already been matched,
place the match in the final match list and mark the
patients as matched. If both patients have been
matched, then ignore the pair; these patients have
already been matched in more optimal pairings. If
one of the two patients has been matched, then that
patient has to be replaced by his next-best alternative;
the best alternative will be the next “unmatched”
patient immediately to the right or left. Make the
replacement, calculate the match distance, and place
this new matched set back in the sorted heap.

4. Repeat Step (3) until no more matches are in the
heap.

APPENDIX B

PAIRWISE NEAREST NEIGHBOR VERSUS
OPTIMAL MATCHING

It is possible that nearest neighbor matches will not
yield globally optimal matches; consider the figure.
With pairwise nearest neighbor matching, the first
matched pair in the cohort will be the pair of
patients with the smallest inter-patient distance, the
second matched pair will be the patients with the
smallest distance among the remaining patients, and
so forth. The pairwise nearest neighbor match would
yield pairings of (r2, b1) and (r1, b2), even though a
global optimization would select (r1, b1) and (r2, b2)
and thus yield a lower total match distance. The
pairwise nearest neighbor scheme trades off average
match quality for the best possible single pairings, up to
a certainmaximum allowablematch distance (the caliper).
Whereas this theoretically appears to be a trade-off, prac-
tically there appears to be little difference.
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